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Motivation

Framework Algorithm

• An LLM translates human evaluations in the form of natural 

language into state level rewards. 

• These labeled states are used to train a reward model.

• The agent is then trained with standard RL algorithms.

Experiments in Gridworld

Experiments in MuJoCo

Reward Model Visualization

Random Initialization RLHTF w/ 10 queries PbRL w/ 10 queries
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Performance Comparison

“Go to the left of 

the blue point.” 

Positive reward

at state
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Video by current policy

Goal: Move a two-jointed robot arm to target (red point)

Goal: follow a specific path (in grey) from the start (yellow circle) 

to the end (yellow star). The agent’s trajectory is in red.

Performance Comparison

“The first move 

is wrong”

Human 

Feedback

• Clock at 3c

• TV at 5d…
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Baselines
• Sentiment: We measure the sentiment of the human text feedback and

apply it as a reward for all states in the trajectory [1].

• PbRL: We query human evaluators for pairwise comparisons between 

trajectories [2].

• True: The agent receives the true reward from the environment. 
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Reward definition 

is challenging

Text has more 

information than rankings

LLMs are great at 

processing text

Use LLMs as a way of harnessing the information from 

human text to train a reward model efficiently in RLHF.
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